
Third Homework Assignment for Math 496 and 827

Due: Friday, February 27th, in class.

All references are to the Bertsimas and Tsitsiklis text.

Problems for Math 496 and 827:

1. Exercise 3.18.

2. Exercise 3.31.

3. Exercise 5.1.

4. Exercise 5.6. Note this asks you to solve a small L.P. on a linear programming package.
This can be done in Excel, for instance. Please see the instructor if you would like access to
Cplex.

Problems mainly for Math 827:

5. Exercise 3.8.

6. Exercise 3.10.

7. Exercise 5.2.

Reading:

Chapters 6 and 8.

Reminder:

The midterm is Wednesday, March 4th.

Presentations:

Graduate students must sign-up for a presentation date and choose a paper. I would
like to finalize the choices by Friday, February 19th. The ideal situation would be to choose
papers that are relevant to your own research. If you have, or are considering, an advisor, I
recommend consulting with them.

A sample of interesting papers is on page 2 of the assignment.
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